ELECTRICAL SYNAPSES IN THE MAMMALIAN BRAIN
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Abstract Many neurons in the mammalian central nervous system communicate through electrical synapses, defined here as gap junction–mediated connections. Electrical synapses are reciprocal pathways for ionic current and small organic molecules. They are often strong enough to mediate close synchronization of subthreshold and spiking activity among clusters of neurons. The most thoroughly studied electrical synapses occur between excitatory projection neurons of the inferior olivary nucleus and between inhibitory interneurons of the neocortex, hippocampus, and thalamus. All these synapses require the gap junction protein connexin36 (Cx36) for robust electrical coupling. Cx36 appears to interconnect neurons exclusively, and it is expressed widely along the mammalian neuraxis, implying that there are undiscovered electrical synapses throughout the central nervous system. Some central neurons may be electrically coupled by other connexin types or by pannexins, a newly described family of gap junction proteins. Electrical synapses are a ubiquitous yet underappreciated feature of neural circuits in the mammalian brain.

INTRODUCTION

The mammalian brain excels at rapid information processing, thanks to its massively parallel architecture and the high operational speed (by biological standards) of its neuronal elements. Neurons generate rapid signals by controlling ionic current flow across their membranes. The most common mechanism for signaling between neurons is the neurotransmitter-releasing chemical synapse. Faster and simpler signaling can be achieved with electrical synapses, specialized junctions that allow ionic current to flow directly between neurons. The vast majority of electrical synapses are membrane-to-membrane appositions called gap junctions, which are clusters of transcellular channels composed of protein subunits termed connexins. This type of electrical synapse, also known as the electrotonic synapse, can mediate electrical coupling between cells, and it has functional properties strikingly different from those of chemical synapses (Bennett 1977). Most
notably, vertebrate electrical synapses are bidirectional. With their speed, simplicity, and reciprocity, electrical synapses are a unique feature of neuronal circuits in the mammalian brain. Nevertheless, the prevalence of electrical synapses has been recognized only in the past few years.

The notion that neurons communicate electrically is almost as old as the idea of bioelectricity itself (Eccles 1982, Cowan & Kandel 2001). Studies of crayfish and shrimp neurons offered the first compelling evidence for electrical synapses (Furshpan & Potter 1957, Watanabe 1958), and electrical synapses were revealed in the vertebrate central nervous system of teleost fish soon after (Bennett et al. 1959). Electrical synapses in mammalian brains proved much harder to find. Single-cell recordings provided the first strong evidence for mammalian electrical synapses in the mesencephalic nucleus of cranial nerve V (Hinrichsen 1970, Baker & Llinás 1971), the vestibular nucleus (Wylie 1973, Korn et al. 1973), and the inferior olivary nucleus (Llinás et al. 1974). The most convincing way to demonstrate electrotonic coupling is to record intracellularly from two neighboring cells simultaneously, a procedure that is exceptionally difficult to perform in the intact brain. Studies of electrical synapses in the mammalian brain languished for years, even as breakthroughs were made in the general physiology of gap junctions (Spray et al. 1979, 1981) and the molecular biology of connexins (Willecke et al. 2002).

Electrical synapses are now being intensively examined in mammals, thanks to recent technical developments in electrophysiology, isolated brain slice preparations, cell labeling and imaging, molecular cloning, and transgenics. In this review, we examine the burgeoning evidence that electrical synapses function throughout the mammalian brain and describe pertinent studies of nonmammalian and non-neuronal gap junctions. We do not review the roles of gap junctions in early neural development and the functions of glia, and we do not discuss gap junction–free forms of electrical communication (Jefferys 1995).

**STRUCTURE AND MOLECULAR COMPOSITION OF ELECTRICAL SYNAPSES**

**Gap Junctions and Connexins**

The most visible and common structural correlate of electrical synapses is the gap junction, which is seen most readily with electron microscopy using the freeze-fracture technique. Gap junctions are clusters of connexin-containing channels that are coextensive across regions of apposing membranes of coupled cells (Evans & Martin 2002). A gap of extracellular space separates the two membrane leaflets, usually by ∼2–3 nm. Gap junctions between neurons have been observed in the majority of cases where electrophysiological evidence for electrical synapses is well established.

Neuronal gap junctions are often synonymous with electrical synapses, but there are apparent limitations to this assumption. Tissue preparation can both destroy
bona fide gap junctions and create spurious gap junction–like structures (Brightman & Reese 1969). Gap junctions are notoriously difficult to observe, and the absence of evidence for gap junctions cannot be construed as evidence for the absence of electrical coupling. Gap junction channels may be functional even when they are too widely dispersed to form conventional gap junctions (Williams & DeHaan 1981). Conversely, electrotonic coupling may be absent despite the presence of virtually normal-looking gap junctions (Raviola & Gilula 1973, De Zeeuw et al. 2003).

Connexins are a family of proteins with ∼20 isoforms in humans and mice (Willecke et al. 2002). Across species there are ∼40 connexin orthologues. In the most commonly used nomenclature, connexins are named for their predicted molecular weights (e.g., Cx36 has a mass of ∼36 kDa). Each gap junction hemichannel, also known as a connexon, is a connexin hexamer. Most cells can express multiple connexins, and connexons can be homomeric or heteromeric. Only some combinations of homomeric connexons can form functional heterotypic channels; Cx36 may function only homotypically (Al-Ubaidi et al. 2000, Teubner et al. 2000).

Approximately half of the mammalian connexins are abundant in the central nervous system. Several are strongly expressed in astrocytes (Cx26, Cx30, Cx43) and oligodendrocytes (Cx29, Cx32, Cx47) (Nagy et al. 2001, Menichella et al. 2003, Odermatt et al. 2003), but most are not expressed in neurons (Rash et al. 2001a,b; Odermatt et al. 2003). Cx36, which is the mammalian orthologue of fish Cx35 (O’Brien et al., 1998), is expressed widely in the brain (Condorelli et al. 2000). Data from freeze-fracture replica immunolabeling indicate that Cx36 protein appears in neuron-neuron gap junctions but not in gap junctions between astrocytes and/or oligodendrocytes (Rash et al. 2001a,b). Single-cell reverse transcription (RT)-PCR shows that the Cx36 message is consistently present in neurons of the hippocampus and neocortex (Venancce et al. 2000). When the gene for Cx36 is knocked out in mice, electrical coupling that normally occurs between certain neurons in the retina (Deans et al. 2002) and in the neocortex (Deans et al. 2001, Blatow et al. 2003), hippocampus (Hormuzdi et al. 2001), thalamic reticular nucleus (TRN) (Landisman et al. 2002), and inferior olivary nucleus (Long et al. 2002, DeZeeuw et al. 2003) is eliminated or profoundly reduced. If Cx36 is not the exclusive connexin involved in coupling these neurons, it is at least a necessary constituent.

As prevalent as Cx36 seems to be, it is probably not the only connexin involved in mammalian electrical synapses. Neurons known to be electrically coupled, but which may not express Cx36, include those of the locus coeruleus (Christie et al. 1989, Alvarez et al. 2002), the horizontal cells of the retina (Deans & Paul 2001), and perhaps the pyramidal cells in the hippocampus (MacVicar & Dudek 1981, 1982; Draguhn et al. 1998; Schmitz et al. 2001). Cx45 is expressed in neurons of olfactory epithelium and bulb (Zhang & Restrepo 2002), in horizontal cells (D.L. Paul, personal communication), and in other brain regions (Maxeiner et al. 2003), and it may be a neuronal gap junction protein. Despite an initial claim that Cx47 is expressed by central neurons (Teubner et al. 2001), it is now clear that Cx47 is a product of oligodendrocytes and not of neurons (Menichella et al. 2003, Odermatt et al. 2003).
Innexins and Pannexins

Connexins may not be the only channel-forming proteins in the electrical synapses of the mammalian brain. Clues for this possibility originated with studies of invertebrates, where electrical synapses are pervasive and indeed where they were discovered. The nervous system of the nematode Caenorhabditis elegans, for example, has 302 neurons with ~600 gap junctions interconnecting them (White et al. 1986). Invertebrate gap junctions are similar to vertebrate gap junctions, yet connexins have been found only in vertebrate species. The genomes of Drosophila melangaster and C. elegans have now been entirely sequenced, and they do not have connexin-like sequences.

A family of genes unrelated to connexins, called the innexins (invertebrate connexins), codes for the proteins in the gap junctions of Drosophila; C. elegans; and species of Mollusca, Annelida, and Platyhelminthes (Phelan & Starich 2001). Innexin proteins form functional gap junction channels (Landesman et al. 1999). More recently, innexin-like genes were discovered in mammals (Panchin et al. 2000). The mammalian genes are called pannexins (Px) (pan meaning everything). Apart from two conserved cysteine residues in their extracellular loops, connexins have little sequence similarity to the innexins and pannexins, yet the overall topologies of connexin and pannexin subunits are remarkably alike (Hua et al. 2003). The function of pannexins in mammals is currently unknown. There is, however, clear expression of Px1 and Px2 mRNA in certain neurons, including pyramidal cells and interneurons of the hippocampus, and expression of Px1 in pairs of Xenopus oocytes forms robust and nearly voltage-independent intercellular channels (Bruzzone et al. 2003). Whether pannexin-dependent electrical synapses exist among vertebrate neurons remains to be determined.

DISTRIBUTION OF ELECTRICAL SYNAPSES
IN THE BRAIN

On the basis of the distribution of Cx36 expression alone, it seems likely that electrical synapses occur in every major region of the central nervous system (Condorelli et al. 2000), although compelling functional and morphological data have been collected for only a few areas. Here we highlight examples for which the evidence is strongest and the prospective functions are most interesting (Figure 1).

Inferior Olivary Nucleus

Neurons in the inferior olivary nucleus are the source of climbing fiber input to the cerebellar cortex. Thirty years ago, using both ultrastructural (Sotelo et al. 1974) and indirect electrophysiological (Llinás et al. 1974) evidence, researchers made a strong case for electrotonic interconnections between neurons of the cat inferior olive. Subsequent work used paired intracellular recordings to demonstrate
Figure 1  Electrical postsynaptic potentials in neurons from the mammalian brain. Each case illustrates simultaneous intracellular recordings from a pair of similar neurons, with presynaptic action potentials above and electrical postsynaptic potentials below. (A) Two types of inhibitory interneurons from the neocortex: fast-spiking (FS) cells and low threshold–spiking (LTS) cells. Traces are averaged from ten and eight neuron pairs, respectively, and the dashed lines are ±SD (J.R. Gibson, M. Beierlein, B.W. Connors, unpublished report). (B) Recordings from a pair of thalamic reticular neurons in tonically spiking mode (left) and bursting mode (right). Action potentials are truncated (from Long et al. 2004). (C) Inferior olivary neurons (MA Long, unpublished report). (D) AII amacrine neurons from the retina (Veruki & Hartveit 2002a). (E) Cerebellar interneurons (Mann-Metzer & Yarom 1999).
electrical synapses directly in the inferior olive of guinea pig (Llinás & Yarom 1981), rat (Devor & Yarom 2002), and mouse (Long et al. 2002) in vitro. Injections of Lucifer yellow (Benardo & Foster 1986) or neurobiotin (Devor & Yarom 2002) yielded dye coupling. The gap junctions between olivary neurons appear to contain Cx36, as demonstrated by both freeze-fracture immunolabeling (Rash et al. 2000) and thin-section electron microscopic immunocytochemistry (Teubner et al. 2000).

Many inferior olivary neurons have an unusual propensity to generate large, spontaneous, synchronous, subthreshold fluctuations of membrane voltage at 2–8 Hz (Figure 2A) (Benardo & Foster 1986, Devor & Yarom 2002). Indirect evidence implies that these rhythms emerged from an electrically coupled network of neurons that are, when uncoupled, inherently quiescent (Manor et al. 2000). This was recently tested in mice with a null mutation for Cx36. Both the prevalence and the strength of electrical synapses were dramatically reduced in Cx36 knockout mice, as expected, but spontaneous subthreshold rhythms were similar in size, shape, and frequency to those of wild-type animals (see Figure 2A,B,C) (Long et al. 2002, De Zeeuw et al. 2003). Subthreshold rhythms and the spikes they evoked were strongly synchronized among neighboring cells in the wild-type olive; however, synchrony was abolished in the Cx36 knockout mouse (Figure 2D). These results imply that electrical synapses are necessary for the synchronization, but not the generation, of olivary rhythms. An alternate interpretation is that the uncoupled olivary neurons of the developing Cx36 knockout mouse express an abnormal complement of ion channels that yields intrinsic rhythmicity in individual neurons (De Zeeuw et al. 2003).

Thalamic Reticular Nucleus

The TRN is a thin layer of GABAergic neurons that surround and inhibit the relay nuclei of the dorsal thalamus. The TRN receives excitatory synapses from both thalamocortical and corticothalamic collaterals. It can influence the activity of the entire thalamocortical system, and it participates in rhythmic forebrain activity (McCormick & Bal 1997). TRN neurons have mutually inhibitory connections, but evidence suggests that this is not the whole story. TRN neurons have dendritic bundles and specialized dendrodendritic contacts (Ohara 1988). In situ hybridization showed heavy labeling for Cx36 mRNA in the TRN but not in relay nuclei (Condorelli et al. 2000). Cx36-like immunoreactivity was seen in all neurons of the TRN, but gap junctions remain elusive (Liu & Jones 2003). The most definitive evidence for electrical synapses was obtained from simultaneous recordings of neighboring pairs of rat and mice TRN neurons (Figure 1B) (Landisman et al. 2002). The prevalence, strength, biophysical properties, and Cx36-dependence of electrical connections between TRN neurons (Landisman et al. 2002, Long et al. 2004) are almost indistinguishable from those between inhibitory interneurons of the neocortex (Gibson et al. 1999, Deans et al. 2001).
Figure 2  Subthreshold and suprathreshold synchrony in electrically coupled inferior olivary neurons. Left panels are from wild-type (WT) mice. Right panels are from Cx36 knockout (KO) mice. (A) Paired whole-cell recordings showing spontaneous subthreshold rhythmic activity in WT and KO cells. (B) Cross-correlograms demonstrate very high synchrony among the WT cells and no synchrony among the KO cells. (C) Subthreshold rhythms evoke occasional, but highly correlated, spikes in the WT and entirely uncorrelated spikes in the KO cells (from Long et al. 2002).

Electrical coupling in the TRN seems to be restricted to cells no more than 40 µm apart (Long et al. 2003). In this sense, coupling in the TRN resembles the spatially localized coupling in the inferior olivary nucleus (Devor & Yarom 2002). Furthermore, when subthreshold rhythms of ~10 Hz were induced in TRN neurons with an agonist of metabotropic glutamate receptors, rhythms were synchronized only among small, closely adjacent clusters of coupled neurons (Long et al. 2003). Electrical synapses may coordinate local groups of TRN neurons, whereas more distant interactions within the TRN may occur via inhibitory connections.
Hippocampus

The excitatory cells of the hippocampus have been implicated in a variety of electronic interactions, some of which may involve electrical synapses (Jefferys 1995). Spencer & Kandel (1961) observed “fast prepotentials” — small, spike-like events of a few millivolts in the soma — and attributed them to action potentials from distal dendritic sites within the same neurons. MacVicar & Dudek (1981, 1982) suggested a different interpretation. With evidence from dye coupling, indirect electrophysiological tests, dual-intracellular recordings, and freeze-fracture gap junction observations, they argued that there are dendrodendritic and dendroso- matic electrical synapses between pyramidal cells in the CA3 region as well as between granule cells of the dentate gyrus. More recently, computer simulations of high-frequency oscillations led to suggestions that pyramidal cells may be electrotonically coupled through axoaxonal gap junctions (Draguhn et al. 1998, Traub et al. 2002). Physiological support for this idea now includes dye coupling and the successive propagation of antidromic spikelets from axon to soma to dendrite (Schmitz et al. 2001).

Despite its long history, the hypothesis that mature pyramidal and granule cells interact via electrical synapses is not quite compelling. Recent studies using paired whole-cell recordings have repeatedly revealed electrical synapses among inhibitory interneurons (see below) but not among excitatory cells. Although Cx36 mRNA has been observed in CA3 pyramidal cells (Condorelli et al. 1998, Venance et al. 2000), Cx36 protein has not been found. Fast hippocampal oscillations thought to require axoaxonal coupling were unaffected by the absence of Cx36 in two different studies of one knockout mouse (Hormuzdi et al. 2001, Buhl et al. 2003) and were only slightly reduced in a different Cx36 knockout mouse (Maier et al. 2002). It is conceivable that some other connexin, or a pannexin, accounts for coupling between pyramidal cells. A xoaxonal gap junctions have not been observed in the hippocampus (or any other cerebral cortical region). Although ultrastructural evidence for gap junctions between interneurons is abundant, reports of gap junctions between excitatory cells of the hippocampus are scant and suffer from uncertainties about the cell types involved. In short, the evidence that hippocampal pyramidal cells are electrically coupled is intriguing but limited.

Evidence that inhibitory interneurons of the hippocampus are interconnected by electrical synapses is more persuasive. Dendrodendritic gap junctions between interneurons are frequently seen in areas CA1 and CA3 (Kosaka & Hama 1985) and in the dentate gyrus (Kosaka 1983). Several types of gap junction–coupled interneurons have been identified (Katsumaru et al. 1988, Fukuda & Kosaka 2000), and dye coupling has been observed between inhibitory cells of the hilus and the CA1 (Michelson & Wong 1994). Paired-interneuron recordings have shown electrical coupling directly, and single-cell RT-PCR revealed Cx36 mRNA (Venance et al. 2000). Furthermore, although electrical coupling between pairs of interneurons was abundant in the CA3 and dentate regions of wild-type mice, it was absent in cells of Cx36 knockout mice (Hormuzdi et al. 2001).
The functions of electrical synapses between hippocampal interneurons are unknown. Most studies have focused on the possibility that they play a role in generating or modulating synchronous oscillations or seizure-like activity. Some researchers used gap junction–blocking drugs as a diagnostic test for gap junctions (e.g., Draguhn et al. 1998, Skinner et al. 1999, Jahromi et al. 2002), but the interpretation of these experiments must be tempered because of the notoriously nonspecific effects of the drugs (see below). Measurements in Cx36 knockout mice have implicated electrical synapses in the generation of gamma-frequency (30–70 Hz) rhythms, but not of fast ripples (140–200 Hz) or slower theta (5–10 Hz) rhythms (Hormuzdi et al. 2001, Traub et al. 2003, Buhl et al. 2003).

Neocortex

In the mature neocortex, as in the hippocampus, the case for electrical synapses between interneurons is currently much stronger than the case for electrical synapses between excitatory principal neurons (Galarreta & Hestrin 2001a). The first evidence for neocortical coupling came from studies of the mature primate sensorimotor cortex. Beautiful electron micrographs by Sloper (1972) and Sloper & Powell (1978) show numerous dendrodendritic and dendrosomatic gap junctions with features that strongly suggest inhibitory interneurons. In an elegant corroboration of this work, Fukuda & Kosaka (2003) recently described dendrodendritic gap junctions between the parvalbumin-immunolabeled interneurons of primary somatosensory, auditory, and visual areas in mature rats. Despite decades of ultrastructural investigations of the neocortex (Peters 2002), convincing gap junctions involving excitatory neurons in the neocortex have been described very rarely (see Peters 1980).

Recent electrophysiological studies strongly reinforce the ultrastructural evidence: Inhibitory cells are often coupled, whereas mature excitatory cells are rarely (if ever) coupled. Paired whole-cell recordings in rat neocortex showed that parvalbumin-expressing, fast-spiking (FS) interneurons are coupled to one another frequently (>60% of tested pairs) and strongly (mean coupling coefficients ~0.07, ranging as high as 0.4; mean cell-cell coupling conductances ~1.6 nS, ranging up to 5.5 nS) (Figure 1A) (Galarreta & Hestrin 1999, Gibson et al. 1999). Electrical coupling between FS cells is not limited to the adolescent ages commonly studied in vitro; it persists in fully mature mice (Galarreta & Hestrin 2002). Using intracellular recording and staining followed by electron microscopy, Tamás and colleagues (Tamás et al. 2000) confirmed that electrically coupled FS interneurons, as well as electrically coupled non-FS interneurons (called regular-spiking nonpyramidal cells by Szabadics et al. 2001), formed dendrodendritic gap junctions.

A striking feature of neocortical circuitry is the variety of distinct types of GABAergic interneurons in the neocortex. In both rats (Gibson et al. 1999) and mice (Deans et al. 2001), somatostatin-expressing interneurons of a type called low threshold–spiking (LTS) cells were often electrically coupled to each other (Figure 1A), but they were coupled only occasionally and weakly to the FS
interneurons. Another type of interneuron, termed the multipolar bursting (MB) cell, was also coupled to cells of the same type but not to FS cells (Blatow et al. 2003). In layer I of the neocortex, the late-spiking (LS) inhibitory interneuron made electrical synapses to other LS cells 83% of the time, but it coupled to non-LS interneurons only 2% of the time (Chu et al. 2003). Thus, the surprising evidence to date suggests that the large majority of neuronal gap junctions in the neocortex interconnect inhibitory interneurons of the same type. In effect, each type of interneuron forms an extended, gap junction–coupled network that is nearly independent, electrophysiologically, of each other type of coupled interneuron network.

Electrically coupled networks of interneurons are large. The probability and strength of coupling falls with intersomatic distance, and beyond 200 µm no coupling has been detected between pairs of either FS or LTS cells (Amirai et al. 2002). Considering this spatial profile of coupling along with measures of the density of interneurons, one infers that each interneuron is coupled to between 20 and 40 neighboring interneurons. It is not known whether such interneuron syncytia extend indefinitely across the cortical mantle, or whether they have distinct boundaries.

Direct tests of electrical coupling between pairs of excitatory cells (i.e., pyramidal cells or spiny stellate cells) or between pairs of excitatory and inhibitory cells in the neocortex have yielded generally negative results (Galarreta & Hestrin 1999, Gibson et al. 1999), and other studies using closely spaced paired-cell recordings from excitatory neurons have not reported coupling (e.g., Thomson & Deuchars 1997). This is consistent with the meager ultrastructural evidence for pyramid-pyramid gap junctions. The presence of Cx36 mRNA in some spiny neocortical neurons (Venance et al. 2000) suggests that Cx36 may serve as the substrate for the rare electrical coupling seen between interneuron-pyramidal cell pairs in the immature cortex (Venance et al. 2000, Meyer et al. 2002; cf. Galarreta & Hestrin 1999, Gibson et al. 1999). An early report showed dye coupling between mature pyramidal neurons (Gutnick & Prince 1981), but studies during development emphasized its postnatal transience (Connors et al. 1983, Peinado et al. 1993, Rorig et al. 1995, Bittman et al. 1997). Furthermore, dye coupling may not be a reliable measure of gap junction coupling among postnatal cortical neurons (Knowles et al. 1982, Connors et al. 1984, Gutnick et al. 1985, Rorig et al. 1996).

Cx36 appears to be necessary for the large majority of electrical coupling among the three types of neocortical interneurons tested to date. Single-cell RT-PCR showed consistent expression of Cx36 in several types of interneurons (Venance et al. 2000), and a histochemical reporter enzyme driven by the Cx36 promoter identified a variety of interneurons that included both parvalbumin- and somatostatin-expressing cells (Deans et al. 2001). When electrical coupling was tested in Cx36 knockout mice, it was nearly absent among FS interneurons (Deans et al. 2001, Hormuzdi et al. 2001), LTS interneurons (Deans et al. 2001), and MB interneurons (Blatow et al. 2003). Occasional weak coupling detected in some interneuron pairs of Cx36 knockout mice implies that another connexin
or a pannexin may account for a small fraction of the electrical synapses in the neocortex.

FS interneurons in vivo often display remarkably tight synchrony of spiking under physiological conditions (Swadlow 2003), and electrical coupling may account for some of this synchrony. When coupled pairs of FS neurons are stimulated in vitro, in the absence of functional chemical synapses, their electrical synapses alone can mediate robust, temporally close spike synchrony (Galarreta & Hestrin 1999, Gibson et al. 1999, Mancilla et al. 2003). Many FS pairs are connected by both electrical and GABAergic synapses, and this combination may actually facilitate synchronous states under some conditions (Támas et al. 2000, Galarreta & Hestrin 2001b, Lewis & Rinzel 2003). Synchronous activity can also occur among much larger cohorts of spatially extended interneurons. For example, agonists of mGluRs or muscarinic cholinergic receptors excite LTS cells and induce close spike synchrony and more widely correlated subthreshold rhythmic fluctuations (Beierlein et al. 2000). This type of synchronous activity is greatly reduced among the LTS cells of Cx36 knockout mice, implying that it depends on electrical synapses (Deans et al. 2001). Similarly, muscarinic receptor–induced rhythms in MB interneurons also require electrical coupling and Cx36, although synchronous activity in this system also depends on intact GABAergic synapses (Blatow et al. 2003).

Other Regions of the Central Nervous System

The retina is a famously coupled place, where nearly all types of neurons participate in electrical networks (Vaney 2002). Both homologous and heterologous electrical synapses occur in the retina. Paired-cell recordings of AII amacrine cells showed that their electrical synapses are functionally similar to those between neocortical interneurons (Figure 1D) (Veruki & Hartveit 2002a). Heterologously coupled pairs of AII amacrine cells and ON bipolar cells have a functional asymmetry in electrical coupling strength that is most likely due to the different input impedances of the two cell types (Veruki & Hartveit 2002b). When Cx36 is knocked out in mice, scotopic vision is strongly impaired (Guldenagel et al. 2001) because obligatory Cx36-dependent electrical synapses are lost between rods and cones and between AII amacrine cells and bipolar cells (Deans et al. 2002).

The olfactory bulb is, like the retina, a wonderland of extraordinary synaptic relationships that include electrical synapses. Neurons in both the bulb and the olfactory epithelium express Cx36 (Zhang & Restrepo 2003), and gap junctions appear between granule cells (Reyher et al. 1991). Mitral cells with dendrites in the same glomerulus of the bulb are probably coupled, whereas mitral cells projecting to different glomeruli are never coupled (Schoppa & Westbrook 2002). Electrical coupling in the olfactory bulb may play a role in coordinating oscillations (Friedman & Strowbridge 2003).

The locus coeruleus is a small cluster of widely projecting noradrenergic brainstem neurons implicated in the modulation of arousal and attention (Usher et al.
There is strong evidence that electrical synapses synchronize subthreshold rhythms generated in the locus coeruleus of rodents (Christie et al. 1989, Alvarez et al. 2002).

Electrical synapses occur at all levels of the mammalian motor system. Cx36 immunoreactivity is present within the neuronal gap junctions of the immature rat spinal cord (Rash et al. 2001b). Young motor neurons are electrically coupled (Fulton et al. 1980) in functionally relevant clusters (Walton & Navarrete 1991). Although motor neuron coupling declines steeply during the first postnatal week, Cx36 is still expressed in the adult (Chang et al. 1999). The progressive loss of gap junctions between developing motor neurons may reduce their correlated activity, which in turn may trigger synaptic competition between neuromuscular inputs (Personius & Balice-Gordon 2001). Electrical synapses may also help to synchronize spinal locomotor rhythms (Tresch & Kiehn 2000) and respiratory rhythm-generating neurons in the brainstem (Rekling et al. 2000). Higher in the motor system, within the neostriatum, electrical synapses occur between GABAergic local interneurons (Koos & Tepper 1999) and between the output cells (the medium spiny neurons) (Venance et al. 2003). The inhibitory interneurons of the cerebellar cortex are also coupled (Sotelo & Llinás 1972, Mann-Metzer & Yarom 1999). In each of these circuits, electrical synapses may enhance synchronous neuronal activity.

The literature abounds with additional claims for electrical synapses in the brain. Most of the evidence for these synapses is less than airtight. On the basis of the trends described above, however, persuasive evidence for electrical synapses may soon accrue for all brain regions.

FUNCTIONAL PROPERTIES OF GAP JUNCTIONS

Connexin Channels

The gating and permeation characteristics of gap junction channels have been extensively studied and reviewed (e.g., Harris 2001, Sáez et al. 2003). The salient properties of these channels are that the pores are wide (12–14 Å), single-channel conductances are variable and often large (10–300 pS), ion selectivity is relatively poor, and moderately large organic molecules (including tracers such as Lucifer yellow, neurobiotin, and fluorescein derivatives, and endogenous substances such as cAMP, cGMP, IP3, glucose, and Ca2+) can often permeate. Each of these traits varies broadly across connexin subtypes.

The central neuron-specific connexin, Cx36, has the smallest single-channel conductance of any connexin described, ~10–15 pS (Srinivas et al. 1999). Cx36 channels may be particularly impermeable to positively charged dyes such as neurobiotin (287 Da) (Teubner et al. 2000). Most attempts to produce dye coupling with Lucifer yellow or neurobiotin in demonstrably electrically coupled central neurons have failed (e.g., Gibson et al. 1999, Landsman et al. 2002), although some dye coupling between neocortical interneurons has been reported (Connors}
et al. 1983, Benardo 1997). Dye coupling across Cx36-dependent gap junctions may be limited to systems that are strongly coupled, such as the AII amacrine cells of the retina (Deans et al. 2002).

Estimates based on biophysical data and ultrastructure imply that the number of connexin channels open at any given time is low (Lin & Faber 1988, Pereda et al. 2003). For example, on the basis of their size, the gap junctions interconnecting mature interneurons of the neocortex have \( \sim 150 \text{–} 380 \) connexin channels (Fukuda & Kosaka 2003). If we assume these are Cx36 channels (Deans et al. 2001) with a unitary channel conductance of 14 pS (Teubner et al. 2000) and a mean junctional conductance of \( \sim 0.2 \text{ nS} \) in the mature cortex (Galarreta & Hestrin 2002), only \( \sim 4\text{–}9\% \) of junctional channels are generally open. Immature (2–3 weeks of age) rat neocortical interneurons are more strongly coupled, with a mean estimated junctional conductances of 0.7–1.6 nS (Galarreta & Hestrin 1999, Gibson et al. 1999), but the size of their gap junctions is unknown.

Gap junction channels are gated by transjunctional voltage \( (V_j) \), the difference between the internal voltages of the interconnected cells (Furshpan & Potter 1957, Spray et al. 1979, Harris 2001). For most connexin channels, conductance is maximal when \( V_j = 0 \) and it declines symmetrically with deviations in either direction. The gating process is quite slow. Among connexins, Cx36 channels are the least voltage-dependent. Even with very large deviations of \( V_j \) (\( \pm 100 \text{ mV} \)), junctional conductance declines by less than half (Srinivas et al. 1999, Al-Ubaidi et al. 2000). This is consistent with measurements from pairs of neocortical interneurons, where no voltage-dependence was apparent when \( V_j \) was varied by \( \pm 40 \text{ mV} \) (Gibson et al. 1999). It seems unlikely that the slow and very weak voltage-dependence of Cx36 channel gating has biological significance.

Some connexins may function outside gap junctions. Hexameric hemichannels, or connexons, serve as nonjunctional, plasma membrane–spanning pores (Goodenough & Paul 2003, Sáez et al. 2003). The first reliable evidence for this came from neurons, the horizontal cells of catfish retina (DeVries & Schwartz 1992). In catfish horizontal cells, Cx26 connexons may mediate an unusual mechanism of feedback regulation of cone synapses (Kamermans et al. 2001). Cx36, however, appears unable to form functional hemichannels (Al Ubaidi et al. 2000), and the horizontal cells of mammalian retina may contain neither Cx36 nor Cx26 (Deans & Paul 2001). Although Cx43 hemichannels have interesting functions in astrocyte membranes (Yé et al. 2003), to date there is no evidence for operational hemichannels in native neurons of the mammalian brain.

Modulation and Regulation

One of the most important properties of chemical synapses is their ability to change strength as a function of prior activity and chemical regulation. Gap junctions can also be modified in diverse ways, although little is known about the specific mechanisms that regulate the electrical synapses of the brain.
Evidence of activity-dependent plasticity of mammalian electrical synapses is essentially nonexistent. Notable experiments in fish, however, show that the electrical synapses formed between auditory nerve endings (club endings) and Mauthner cells (large reticulospinal neurons) can either increase or decrease their junctional conductance as a function of prior neural activity (Yang et al. 1990, Pereda & Faber 1996, Pereda et al. 1998). The electrical synapses at club endings operate in parallel with excitatory, glutamatergic chemical synapses located within the same terminals. High-frequency stimulation of the auditory axons tends to enhance the strength of both the electrical and chemical components of these mixed synapses. Enhancement may last for hours, and it seems to depend on a close interaction between Cx35 channels and neighboring glutamatergic receptor channels within the same synaptic endings (Pereda et al. 2003, Smith & Pereda 2003). Potentiation of the gap junctions depends on postsynaptic NMDA (N-methyl-D-aspartate) receptors and an increase of postsynaptic [Ca^{2+}]_i (Yang et al. 1990, Pereda & Faber 1996), which leads to the activation of Ca^{2+}/calmodulin-dependent protein kinase II (CaM-KII) (Pereda et al. 1998). Thus, there are remarkable mechanistic parallels between the long-term potentiation of mammalian glutamatergic synapses (Nicoll 2003) and that of fish electrical synapses.

The prospects for finding plasticity in mammalian electrical synapses are very good. Although the molecular basis for gap junction plasticity is unknown, the sequences of fish Cx35 and mammalian Cx36 are similar (O’Brien et al. 1998) and include several shared consensus phosphorylation sites (Mitropoulou & Bruzzone 2003). Mixed electrical-chemical synapses have been observed in the mammalian spinal cord (Rash et al. 1996), neocortex (Sloper & Powell 1978, Fukuda & Kosaka 2003), brainstem (Sotelo et al. 1974, Rash et al. 2000), and elsewhere.

**PH AND [Ca] SENSITIVITY**

The conductance of gap junction channels is reduced when intracellular [H^+] or [Ca^{2+}] increases. Whether either or both of these constitutes a physiological mechanism of channel regulation has long been debated (Rose & Rick 1978, Rozental et al. 2001). In most coupled systems of cells, Ca^{2+} is a much less potent regulator of gap junction conductance than [H^+] is, and in general, [Ca^{2+}] must rise to pathologically high concentrations for gap junctions to close.

Neural activity can either acidify or alkalinize the intracellular pH of central mammalian neurons by several tenths of a pH unit (Chesler 2003). The conductance of many gap junctions is exquisitely sensitive to the pH of the cytoplasm and nearly insensitive to extracellular pH (Spray et al. 1981). Cytoplasmic acidification tends to close channels, whereas alkalinization tends to open them. The effect of pH on junctional conductance varies widely across connexin types. In some cases the relationship is very steep and centered on the normal resting pH, suggesting physiological relevance. The regulation of central neuronal gap junctions by pH has not been studied in detail. Electrical coupling between HeLa cells transfected with Cx36 is readily abolished by acidification with 100% CO_2 (Teubner et al. 2000), but this was not further quantified. Acidification of central neurons reduces
the incidence of dye coupling in some cases (Church & Baimbridge 1991, Rorig et al. 1996) but not in others (Connors et al. 1984), whereas alkalization may increase dye coupling (Church & Baimbridge 1991). Dye coupling is an imperfect assay of gap junction function, however, and direct tests of the pH sensitivity of central electrical synapses are needed.

NEUROTRANSMITTER MODULATION AND CONNEXIN PHOSPHORYLATION A variety of endogenous substances can modulate gap junctions. A few of these are well known as neurotransmitters. Impermeable extracellular agents almost always influence gap junctions via intracellular second messengers rather than by affecting channel properties directly. In the best-studied cases, gap junction channels are modified by kinases that phosphorylate one or more sites on the cytoplasmic domains of the connexins. All connexin subtypes have multiple phosphorylation sites for several types of kinases, and these may influence channel gating directly or regulate the assembly, trafficking, and turnover of gap junction channels (Lampe & Lau 2000).

Studies of retinal neurons have provided the most comprehensive evidence that the modulation of electrical synapses plays a physiologically important role (Piccolino et al. 1984, DeVries & Schwartz 1989). The action of dopamine in the retina is particularly well understood, although details differ depending on the species studied (Weiler et al. 2000). In general, an increase in ambient light triggers release of dopamine from amacrine or interplexiform cells. Dopamine then binds to D1 receptors on horizontal cells and AII amacrine cells and activates their adenyl cyclase. cAMP concentration then increases and activates cyclic AMP-dependent protein kinase (PKA), and PKA-mediated phosphorylation of connexins reduces the probability of channel opening, thus lowering gap junction conductance (McMahon et al. 1989). Because of extensive coupling with adjacent horizontal cells, receptive fields of horizontal cells in the absence of dopamine are larger than the spread of their dendrites. When their electrical synapses are suppressed by dopamine, receptive fields narrow considerably. Although most of this work was performed on fish and reptilian retinas, similar effects of dopamine have also been observed in mammalian retinas (e.g., Hampson et al. 1994). Dopamine is certainly not the only endogenous modulator of electrical synapses in retinal neurons. Nitric oxide, arachidonic acid, retinoic acid, and low intracellular pH all reduce gap junction coupling between horizontal cells (DeVries & Schwartz 1989, Miyachi et al. 1994, Weiler et al. 2000).

In an interesting twist, the electrical synapses between club endings and Mauthner cells in goldfish are actually enhanced by activation of dopamine receptors and PKA (Pereda et al. 1992). Fish Cx35 and mammalian Cx36 share a similar PKA consensus site (Mitropoulou & Brizzone 2003), so there is a good chance that Cx36—and the mammalian electrical synapses constructed of it—are also modulated by PKA activation.

Dopamine and other neurotransmitters may also regulate neuronal coupling in the mammalian brain (Roerig & Feller 2000), although most evidence is indirect.
In the nucleus accumbens and striatum, activation of D₁ receptors tends to decrease dye coupling, whereas D₂ receptors often enhance coupling (O’Donnell & Grace 1993). In the supraoptic nucleus of the hypothalamus, a variety of manipulations including hormones, physiological state (i.e., lactation or dehydration), local synaptic activation, elevation of nitric oxide or cGMP, and histamine receptors increase dye coupling, whereas cAMP reduces it (Cobbett & Hatton 1984, Yang & Hatton 1987, Hatton 1998).

Pharmacology

Drugs are indispensable tools in experimental neurobiology. The substances that influence the function of gap junctions and hemichannels are chemically diverse (reviewed by Harris 2001, Rozental et al. 2001). Lipophilic compounds such as long-chain alcohols (heptanol and octanol) and the gaseous anesthetic halothane have long been known to reduce gap junction function (Johnston et al. 1980, Rozental et al. 2001). More recently, fatty acid amides such as oleamide, anandamide, and arachidonic acid were found to have a similar effect (Venance et al. 1995, Boger et al. 1998). All these drugs tend to have only partial efficacy, poor selectivity for different connexins, and significant effects on other cellular processes. Some of the derivatives of glycyrrhetinic acid, including carbenoxolone (originally isolated from licorice root), reversibly reduce connexin channel conductances (Davidson & Baumgarten 1988), albeit with partial efficacy and variable selectivity. Carbenoxolone has a reputation for being reasonably specific, but this is undeserved.

The generally toxic effects of the drug are illustrated by the symptoms of licorice overindulgence, which include hypertension and hypokalemia due to interference with cortisol degradation (Walker & Edwards 1994). Several studies have reported that carbenoxolone does not influence neuronal membrane or chemical synaptic functions (e.g., Yang & Michelson 2001, Kohling et al. 2001, Schmitz et al. 2001). However, others have described significant effects of carbenoxolone on processes other than gap junctions, including increased action potential threshold and reduced repetitive firing rates (Rekling et al. 2000, Rouach et al. 2003).

A few other gap junction blockers have recently shown promise. All-trans retinoic acid potently reduced electrical coupling between horizontal cells of fish retina (Zhang & McMahon 2000) and other gap junction–coupled systems. Quinine, the antimalarial drug, selectively blocks Cx36 and Cx50 and moderately reduces Cx45. It has little effect on other connexins (Srinivas et al. 2001), but it does have a variety of nonjunctional effects. Mefloquine, a quinine derivative, is 100 times more potent than quinine in blocking Cx36 and seems much more specific (Srinivas & Spray 2003).

To summarize, most of the currently available blockers of connexins tend to be low in potency, only partially effective, and poorly selective. Caution is required when using them as experimental tools. Octanol, halothane, and carbenoxolone in particular have been widely used in neurophysiology, and their positive effects were often the primary evidence for implicating electrical synapses in the phenomena.
under study. On the basis of the well-documented effects of these drugs on a wide range of nonconnexin ion channels, receptors, and enzymes, however, this is a dubious practice.

FUNCTIONS OF ELECTRICAL SYNAPSES

The generic capabilities of electrical synapses have been extensively reviewed (e.g., Bennett 1977, 1997; Jaslove & Brink 1987; Galarreta & Hestrin 2001a). Electrical synapses are faster than chemical synapses, but this advantage is minimized at mammalian body temperatures, where chemical synaptic delays are only 150 µsec (Sabatini & Regehr 1996). Perhaps the most singular attribute of electrical synapses is bidirectionality. Electrical synapses in the brain often interconnect neurons of similar type, size, and input resistance, using Cx36-dependent gap junctions (e.g., Galarreta & Hestrin 1999, Gibson et al. 1999, Deans et al. 2001, Hormuzdi et al. 2001, Landsman et al. 2002, Long et al. 2002); these features lead to coupling strengths that are closely symmetrical. Thus, defining which cell is pre- or postsynaptic often depends on circumstances or can even be ambiguous. This is fundamentally different from the unidirectional (or in rare cases highly asymmetrical) operations of nearly all chemical synapses. The dynamics of electrical synapses are also unique. They tend to be more reliable than the generally stochastic chemical synapses, but because of membrane capacitance and dendritic cable properties, they also closely resemble first-order low-pass electrical filters (Galarreta & Hestrin 1999, Landisman et al. 2002). Relatively small signals that are also slow, such as afterhyperpolarizations (Figure 1c), burst envelopes (Figure 1b), or subthreshold oscillations (Figure 2a), are communicated more effectively than are action potentials, which are much larger but briefer (Figure 1). Chemical synapses have interesting short-term dynamics as well, but they are widely variable and distinctly different from the dynamics of electrical synapses (Zucker & Regehr 2002).

When two or more electrically coupled neurons are active under laboratory conditions, the most consistent and robust outcome is synchronization. The speed and reciprocity of gap junctions allow each coupled cell to influence, by the rapid transfer of small currents, voltage deflections in its coupled neighbors. In the mammalian brain, both action potentials (Galarreta & Hestrin 1999, Gibson et al. 1999, Mann-Metzer & Yarom 1999, Landsman et al. 2002) and subthreshold fluctuations (Benardo & Foster 1986; Christie et al. 1989; Beierlein et al. 2000; Long et al. 2002, 2004) readily synchronize in many neuronal types, even with moderate electrical coupling strengths. Synchronization is decidedly not the whole story (Marder 1998). Computational models of coupled neurons predict that weak coupling can sometimes lead to antiphase or asynchronous spike firing, and the stability of the synchronous and antisynchronous states may depend strongly on firing frequency and the detailed properties of the neurons (e.g., Sherman & Rinzel 1992, Chow & Kopell 2000, Lewis & Rinzel 2003, Pfeuty et al. 2003). The fact that many neural networks have chemical synapses (inhibitory, excitatory, or both)
operating in parallel with electrical synapses immensely complicates analysis of their dynamics.

The function of electrical synapses may not be entirely electrical. Neuronal gap junctions could well be more important for the specific neuron-to-neuron passage of small organic signaling molecules than for conducting ionic current. Dye coupling supports the feasibility of this idea (Hatton 1998, Roerig & Feller 2000), but there is almost no direct evidence for physiologically relevant chemical coupling in a mammalian system (cf. Dunlap et al. 1987).

One way to test the function of a neural element is to eliminate it, and Cx36 knockout mice have provided the best opportunity to date for understanding the functions of electrical synapses (Deans et al. 2001, Guldenagel et al. 2001, Hormuzdi et al. 2001). The cellular phenotype of the mutant animal is exquisite: Electrical synapses were all but eliminated in the normally well-coupled neurons of the neocortex, hippocampus, TRN, inferior olive, and retina (described above). Neuronal and chemical synaptic properties, to the extent they have been measured, are minimally altered in knockout mice. In the intact knockout mouse, forebrain rhythms are subtly affected (Buhl et al. 2003), but there is no obvious seizure disorder. If the mouse has a behavioral phenotype (apart from that due to retinal deficits), it is not an immediately obvious one (Kistler et al. 2002). No studies of cognitive or affective effects have yet been published. As with most mutant models, the lack of palpable deficits in the Cx36 knockout may be due to compensatory changes during development. If that is the case, the compensations are quite interesting because they do not involve the simple replacement of Cx36 with another connexin type. Compensation instead must involve rewiring the brain with chemical synapses or altering its excitability by changing intrinsic membrane properties (De Zeeuw et al. 2003). Definitive behavioral tests of electrical synaptic functions await the application of more discriminating genetic manipulations or more selective gap junction blockers.
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